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Abstract: This paper proposes a new digital audio coding method. It combines subband-coding
with an interpolator that recovers the high frequency spectrum according to an analog audio signal
model. The interpolator can be designed via sampled-data control theory. Efficient compression
can be achieved by the Huffman coding at low bit-rate transmission. The proposed method is
seen to possess a better frequency characteristic and a simpler processing algorithm than MPEG-1
Audio.
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1. Introduction

With the rapid development of digital devices, analog
signals such as audio signals, pictures or videos are
changed into digital signals. Analog signals are digi-
tized by sampling with a fixed sampling period, and
the total data become huge. Because of limits in trans-
mission speed or storage capacity, these digital signals
must be compressed efficiently. This paper discusses
audio signal compression.

Many methods are proposed for digital audio signal
compression. A well-known one is based on the so-
called subband-coding12). In subband-coding, digital
signals are subdivided into multiple subbands or fre-
quency ranges by multirate filterbanks, and then quan-
tized according to the energy of each subband signal.
In general, the frequency energy distribution of audio
signals is nonuniform, so we decide how to allocate the
total number of bits to each subband while minimizing
of quantization noise arising from this process. MPEG-
1 (Moving Picture Experts Group) Audio3, 8, 9) is such
a subband-coding system, widely used over the Internet
or with digital devices.

MPEG-1 Audio gives an efficient compression
method, but it has the following problems:

• At a low bit-rate transmission, bits are often not
allocated for high frequency subbands. This re-
sults in the lack of high frequency components in
restored signals.

• The quantizer of MPEG-1 Audio employs the so-
called psychoacoustic model or FFT (fast Fourier
transform) of original signals to determine how
much bits be allocated; this is computationally ex-
pensive, and not very suitable for real-time trans-
mission.

We propose a new method of audio compression that
improves upon these problems.

We first note that the original audio signals are almost
always analog. They often have frequency components
beyond the Nyquist frequency, that is, the sampling fre-
quency is usually not high enough. Conventional meth-
ods, however, regard digital signals as the original, and
do not take account of the original analog characteristic.
In this paper, we propose a new method for audio sig-
nal compression by using sampled-data control theory,
which can incorporate the analog signal characteristic
into the filter design. This leads to a simple bit alloca-
tion algorithm that does not require a psychoacoustic
model. This is a continuation of the work16, 1). In ad-
dition to the basic framework developed there, we also
adopt the Huffman coding11) for efficient compression
at low bit-rate transmission. A design example shows
that our method is superior to the conventional method.

2. MPEG-1 Audio

In this section we review the conventional MPEG-1 Au-
dio. MPEG-1 Audio has three Layers: Layer I, II and III,
and they are used depending on the situation. Layer III,
called MP3 for short, is superior to the two above, and
is used more often over the Internet or in many digital
audio devices, where the processing time is not a crucial
issue. On the other hand, because of its heavy process-
ing, lighter Layer I and II are often preferred in real-time
applications. We here discuss Layer II in detail, because
it has relatively simple procedures and reasonable re-
construction performance.

The encoding/decoding system of MPEG-1 Layer II
is shown in Figure 2. Observe that the inputs are as-
sumed to be discrete-time signals. In the encoder, the
input signal with sampling frequency 44.1 [kHz] is de-
composed into 32 subbands by an analysis filter bank,
and then each subband signal is quantized according
to a suitable bit allocation rule, using the FFT of the
input signal and psychoacoustic model. Quantized sub-
band signals are then transmitted to the decoder. In



Analysis
Filterbank

FFT

Scalefactor 
information

Bit 
Allocation

psychoacoustic
model

reference

Quantization

Dequantization
Synthesis
Filterbank

input

output

transmission

Figure 1: Signal compression system of MPEG-1 Audio

the decoder, transmitted signals pass through the de-
quantizer and an synthesis filterbank, and the signal is
restored.

In this system, the crucial step is the decomposition
to subbands combined with a bit allocation algorithm.
For this purpose many filterbanks are proposed Many
filterbanks are proposed for frequency2, 10, 12). A con-
venient tool for this is DCT (discrete cosine transform).
The quantization bits number for each subband are de-
termined to minimize quantization noise according to
the FFT of the input signal and psychoacoustic model.
On the other hand, computing FFT is computationally
heavy, and results in a transmission delay. Layer I and
III also share this problem. In addition, Layer III employs
an adaptive filterbank, nonlinear quantization and the
Huffman coding, so it requires more time than Layer II.

We next consider the characteristic of restored sig-
nals by MPEG-1 Layer II. The frequency characteris-
tic of the original digital signal is shown in Figure 2.
There are a fair amount of frequency components up to
the Nyquist frequency (22.05 [kHz]). The middle figure
of Figure 2 shows the result of compression with bit-
rate 64 [kbps/channel] by MPEG-1 Layer II. The sig-
nal is well reconstructed up to 15 [kHz], but anything
above this is truncated sharply. No bits are allocated
beyond this frequency, to allow more bits to low and
middle frequency. In the case of low bit-rate transmis-
sions, this problem can be worse. When the bit-rate is
48 [kbps/channel] (shown at the bottom of Figure 2),
the FFT of the restored signal is sharply truncated at
around 6 [kHz]. Practically, the sound is dull due to the
lack of the high frequency range.

3. Proposed Method

3.1 Subband-Coding

The subband-coding system we propose is shown in
Figure 3. In this figure, u is the input audio signal
with sampling frequency 44.1 [kHz]. In the encoder, we
downsample u by the downsampler ↓2, and obtain the
signal v with sampling frequency 22.05 [kHz] (the data
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Figure 2: FFT of signal (above: original, middle: 64
[kbps/channel], below: 48 [kbps/channel]
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Figure 3: Proposed audio signal compression system

size is reduced to half). Then the analysis filterbank
decomposes the signal into 16 subbands of frequency
and each of the decomposed signals is quantized by the
quantizer Q. The quantized signal is then transmitted
to the decoder.

In the decoder, the signal is dequantized and passes
through the synthesis filterbank to produce a restored
signal v̂ with sampling frequency 22.05 [kHz]. This sig-
nal v̂ is then upsampled by the upsampler ↑ 2 and fil-
tered by the digital filter Y (z), and we have the restored
audio signal û with sampling frequency 44.1 [kHz].

We also use DCT for implementing the filterbank.
The number of subbands is however only 16—half of
that in MPEG 1, as a result of the downsampler ↓ 2.
The crucial step is to recover the lost high frequency via
the interpolator Y (z)(↑2), and this results in saving the
allocation bits. This works as follows: The downsam-
pler ↓2 discards the high frequency components beyond
the half of Nyquist frequency (11.025 [kHz]). This is
the signal to be reconstructed after the synthesis filter-
bank. The upsampler ↑ 2 creates the imaging compo-
nents beyond 11.025 [kHz] as the mirror image of the
lower frequency components. The role of the digital fil-
ter Y (z) is to recover the original signal including the
high frequency components, using the imaging compo-
nents. To this end, sampled-data control theory gives an
ideal platform in that it optimizes the intersample be-
havior, which is nothing but the high frequency compo-
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Figure 4: Error system

nents beyond the Nyquist frequency5, 6, 7). The crucial
ingredient here is the analog frequency characteristic of
the original signal, which is best utilized by sampled-
data control theory, but not yet much appreciated in
the signal processing literature.

Figure 4 illustrates the error system for designing the
digital filter Y (z). The analog input signal wc is ban-
dlimited by W (s) and sampled by the sampler S2h. The
signal is then processed by the interpolator Y (z)(↑ 2).
It passes through the zero-order hold Hh and the ana-
log filter P (s), and then we obtain the restored signal.
The important point here is to take the analog error sig-
nal ec as the difference between the restored signal and
the delayed input signal with the m step delay, and then
minimize these errors over all possible analog inputs wc.

To this end, Y (z) is designed via sampled-data con-
trol theory7). We design Y (z) that minimizes the H∞

norm of the sampled-data system Tew from the analog
input wc to the analog error output ec. Our design
problem is thus formulated as follows:

Problem 1 Given a stable and strictly proper W (s),
stable and proper P (s), delay step m and sampling time
h, find Y (z) which minimizes

‖Tew‖∞ := sup
wc∈L2[0,∞)

‖Tewwc‖L2

‖wc‖L2
.

A difficulty in Problem 1 is that it contains a con-
tinuous time-delay, which makes the problem infinite-
dimensional. Another is that it is time-varying due
to the upsampler ↑ 2. By using the discrete-time
lifting13), however, we can reduce this problem to a
single-rate problem. We can further reduce this to a
finite-dimensional H∞ problem5), but for numerically
tractability, we rather resort to the fast sample/hold
approximation4). (For its convergence, see [14, 15].)
By this method, Problem 1 is converted into a discrete-
time problem approximately. We can then design the
digital filter Y (z) by using Matlab.

3.2 Bit Allocation Algorithm

The role of the quantizer Q is to assign a suitable num-
ber of bits to each subband according to a certain prede-
termined rule. The simplest is to allocate bits in propor-
tion to the logarithm of the amplitude of each subband
signal. This proceeds as follows:

step 1: Store M samples

vi[0], vi[1], . . . , vi[M − 1]

of the i-th subband (i = 1, . . . , 16).
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Figure 5: Basic bit allocation

step 2: Define the scale factor Si of the i-th subband
as the maximum of the absolute value of the
stored samples:

Si := max{|vi[0]|, |vi[1]|, . . . , |vi[M − 1]|}. (1)

step 3: Determine the quantizing bit number bi of the
i-th subband in proportion to log2 Si under the
constraint that

∑16
i=1 bi = B, where B is the

total number of bits which is defined by the
bit-rate.

step 4: Quantize the i-th subband data linearly ac-
cording to the quantizing bit number bi.

In many cases, this simple method works quite well.
However, a problem arises when scale factors of high fre-
quency subbands are larger than those of low or middle
frequency ones. Figure 5 shows this problem: no bit
is allocated to middle frequency subbands. This raises
more audible and intolerable noise due to the human
auditory characteristic which is more sensitive in the
low or middle frequency ranges. To avoid this, MPEG-
1 employs a psychoacoustic model and the FFT of the
input signal to calculate quantizing bits. On the other
hand, this process is computationally burdensome.

We here propose a simple algorithm without the FFT
or a psychoacoustic model. We start by allocating 2 bits
to low and middle frequency subbands (from the lowest
subband to the prespecified n-th subband). Then we
allocate the remaining bits in proportion to the loga-
rithm of the amplitude. Thus Step 3 in the algorithm
mentioned above is modified as follows:

step 3-1. Allocate 2 bits to the i-th subbands (i =
1, . . . , n). Then divide the scale factor Si by
22, i = 1, . . . , n, and subtract 2n from total
bit number B;

S′i :=
{

Si/22, i = 1, . . . , n,
Si, i = n + 1, . . . , 16,

B′ := B − 2n.
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Figure 6: Proposed bit allocation

Table 1: The probability of each symbol generated in
the quantizer (subbands allocated 2 bits)

symbol 0 1 2 3
probability 0.0873 0.4122 0.4132 0.0873

step 3-2. Reallocate bi bits to i-th subband with

bi :=
{

2 + bc log2 S′ic, i = 1, . . . , n,
bc log2 S′ic, i = n + 1, . . . , 16,

where c is a factor determined such that∑16
i=1 bi = B, and bac denotes the greatest

integer equal to or smaller than a.

The effectiveness of this algorithm appears in Figure
6, from which we can see that bits for quantization are
allocated adequately to the low and middle frequency
bands. The process may be viewed as a simple psychoa-
coustic model, because it requires only a simple compar-
ison of the scale factors.

3.3 Huffman Coding

The probability distribution of each symbol generated
in the quantizer is generally uneven. An example is
shown in Table 1 (subbands allocated 2 bits). Since
the gap between each probability will be wide if the
number of allocated bits is small, efficient compression
is possible by using the Huffman coding11) particularly
at a low bit-rate transmission (each subband is expected
to have few bits to be quantized).

In the quantizer of the proposed method, low or mid-
dle (or high) frequency subbands are allocated 2 bits
preferentially, and we have many subbands allocated
with 2 bits (see Figure 6). Because of this, and for sim-
plicity, we use the Huffman coding only for subbands
with 2 bits in series. The Huffman code of each symbol
is shown in Table 2.

4. Design Example

We here compare the reconstruction performance of our
proposed method and that of MPEG-1 Layer II to show

Table 2: Huffman code of each symbol (2bit-allocated
band)

symbol 0 1 2 3
Huffman code 001 01 1 000
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Figure 7: Comparison of performance with MP2 (above:
original, middle: proposed, below: MPEG-1 Audio
Layer II)

the effectiveness of our method. The bit-rate of com-
pression is 48 [kbps/channel]. Design parameters of the
digital filter Y (z) in our method are as follows:

W (s) =
1

(Ts + 1)(10Ts + 1)
, T = 0.70187,

P (s) = 1, h = 1, m = 2.

(2)

Here W (s) simulates the upper envelope of the fre-
quency energy distribution of a wide range musical
source (for example, orchestral musics): flat response
up to 1 [kHz] and decays by 20 [dB/dec] beyond there
and then decays again beyond 10 [kHz].

The FFT plots of the original audio signal, the re-
stored signal by the proposed method and the result by
MPEG-1 Layer II are shown in Figure 7. The result
by MPEG-1 Audio Layer II shows no higher frequency
components beyond 6 [kHz], while the present method
shows a natural frequency decay up to the Nyquist fre-
quency (22.05 [kHz]). In actual comparison with listen-
ing, the sound by MPEG-1 Audio Layer II lacks sharp-
ness while the present method gives much crisp sounds.

We next compare the result of the proposed method
with that by MPEG-1 Layer III (using joint stereo en-
coding). Design parameters of Y (z) are the same
as (2), and the bit-rate for transmission is also 48
[kbps/channel]. The FFT of the reconstructed audio
signal by our method and MPEG-1 Layer IIIare shown
in Figure 8. Two results both exhibit similar high fre-
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Figure 8: Comparison of performance with MP3 (above:
original, middle: proposed, below: MPEG-1 Audio
Layer III using joint stereo encoding)

Table 3: The effect of Huffman coding on the bit-rate

method bit-rate [kbps/channel]
with Huffman coding 47.3

without Huffman coding 56.0

quency response. An advantage of the present method
is its simplicity in processing.

Table 3 shows the effect of Huffman coding. In this
case, the bit-rate is reduced about 8 [kbps/channel] by
using Huffman coding only to subbands allocated 2 bits.
This is because many subbands are allocated 2 bits in
case of low bit-rate transmission. More efficient com-
pression can be done if we adopt Huffman coding to
every subbands.

5. Conclusion

We have proposed a new method for audio signal com-
pression using sampled-data H∞ control theory. We
have also employed a simple bit allocation algorithm
and the Huffman coding, and this led to an efficient
compression algorithm. The proposed method is not
only simpler than conventional ones, but also success-
fully restores high frequency components—advantage of
sampled-data control theory.
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